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Abstract
The determination of grain boundary normals is an integral part of the
characterization of grain boundaries in polycrystalline materials. These normal
vectors are difficult to quantify due to the discretized nature of available
microstructure characterization techniques. The most common method to
determine grain boundary normals is by generating a surface mesh from an
image of the microstructure, but this process can be slow, and is subject to
smoothing issues. A new technique is proposed, utilizing first order Cartesian
moments of binary indicator functions, to determine grain boundary normals
directly from a voxelized microstructure image. To validate the accuracy of this
technique, the surface normals obtained by the proposed method are compared
to those generated by a surface meshing algorithm. Specifically, the local
divergence between the surface normals obtained by different variants of the
proposed technique and those generated from a surface mesh of a synthetic
microstructure constructed using a marching cubes algorithm followed by
Laplacian smoothing is quantified. Next, surface normals obtained with the
proposed method from a measured 3D microstructure image of a Ni polycrystal
are used to generate grain boundary character distributions (GBCD) for X3 and
29 boundaries, and compared to the GBCD generated using a surface mesh
obtained from the same image. The results show that the proposed technique is
an efficient and accurate method to determine voxelized fields of grain boundary
normals.

Keywords: grain boundaries, microstructure, image analysis, moment analysis

(Some figures may appear in colour only in the online journal)

0965-0393/15/035005+18$33.00 © 2015 IOP Publishing Ltd  Printed in the UK 1


http://dx.doi.org/10.1088/0965-0393/23/3/035005
mailto: emk@lanl.gov
http://crossmark.crossref.org/dialog/?doi=10.1088/0965-0393/23/3/035005&domain=pdf&date_stamp=2015-03-11

Modelling Simul. Mater. Sci. Eng. 23 (2015) 035005 E J Lieberman et al

1. Introduction

Grain boundaries (GBs) are the interfaces between two disoriented crystals and, because
they delimit changes in the orientation-dependent local properties of the solid, they have
considerable influence over the properties of polycrystalline materials. For example, many
forms of material failure, such as voids and cracks, tend to initiate and propagate along
GBs [1, 2]. The field of Grain Boundary Engineering has arisen to manipulate these interfaces
to improve material properties [3,4], and in order to do so full characterization of GBs is
necessary. GBs can be characterized at the mesoscale by five parameters. Three of these
parameters specify the misorientation, which is the transformation that brings the crystal lattices
of the grains on either side of the boundary into coincidence. The other two specify the unit
vector that is locally normal to the GB plane. These components are combined to produce a
five-dimensional (5D) grain boundary character (GBC). The GBC is assumed to be sufficient
to specify GB properties such as energy and mobility. The misorientation components of the
GBC are rather easily calculated in terms of the orientation of neighboring points in space,
which can be measured by techniques such as electron backscatter diffraction (EBSD). The
GB plane normals, however, are rather more difficult to acquire since they must be inferred
from a set of points distributed in three dimensions. The GB plane normals are needed, for
example, to calculate the dihedral angles around triple junctions, which in turn are used to
calculate the GB energies and create grain boundary energy distributions [5, 6]. One method
of visually representing the GBC is to utilize grain boundary character distributions (GBCD),
which is a stereographic projection of the interface orientations for a particular misorientation
of interest [7, 8].

Some of the reasons as to why GB normals are difficult to obtain are explored here. First,
as mentioned above, three-dimensional (3D) information is required and this is expensive
and time-consuming to acquire. The most common methods for getting 3D microstructure
information are serial-sectioning combined with EBSD measurements, which is a destructive
technique [9], and the recently introduced non-destructive high-energy diffraction microscopy
(HEDM) [10]. Both methods result in a series of two-dimensional (2D) images that can then
be aligned to form a 3D image. However, the GB normals are still not easily obtained from
this stack of 2D images, due to the lack of information on the actual boundary inclination. The
microstructure image obtained from EBSD or HEDM is similar to any other digital image;
it consists of a grid of discrete points that does not explicitly include surfaces that would be
needed to provide information on GB topology. At best, boundaries are known to lie between
neighboring sets of points that belong to two different grains as shown in figure 1. However,
the details in between are not directly known.

Requiring actual 3D information can be avoided by using stereological methods to derive
general plane normal distributions [11, 12]. However, information on individual boundaries
cannot be obtained using stereology. Surface reconstruction, i.e. the method of generating
surface information from a set of discrete points representing a shape, is required in order
to define the missing GB information in 3D data. This constitutes a difficult problem and
many different techniques have been proposed aiming at solving it. For example, Dey and
Goswami [13] developed a technique for surface reconstruction utilizing intersecting Delaunay
balls to determine the surfaces. Hoppe et al. [14] and Mitra and Nguyen [15] generated surface
information by fitting tangent planes to some specified number of local points. A similar
method was developed by Ivasishin [16] who combined it with a 3D Monte-Carlo model. A
technique by Moore and Warren [17] utilized polynomial fitting to develop polyhedral surfaces.
Among surface reconstruction techniques, the most common and widely accepted way of
approximating the GB surfaces is to generate a surface mesh from voxelized microstructure

2



Modelling Simul. Mater. Sci. Eng. 23 (2015) 035005 E J Lieberman et al

Figure 1. Animage for two grains, where each corner of the cubic grid of lines represents
a measured orientation point in the material. If all eight vertices of the cube agree in
their orientation, the cube can be identified as belonging to that grain and is colored
appropriately. If the eight vertices are not all in agreement, the volume must be associated
with the GB and is left transparent for this illustration.

images. Different variants of this methodology have been proposed. One of the most used
algorithms for developing a surface mesh from image data is the ‘marching cubes’ method [18],
which is used in many software programs including the one utilized in this work, known as
Dream.3D [19].

As with general surface reconstruction, the most common technique for GB
characterization is based upon developing an explicit surface mesh. However, there are
also other methods that do not explicitly generate this mesh but still calculate surface
information [7, 8, 20]. The methodology proposed by Ivasishin ez al [16] is one of the few cases
of GB normals calculated directly from 3D integer grid-based data. However, this technique
was not validated against experimental microstructures. Another example of GB information
inferred from voxelized images is that of Chandross ef al [21], who, however, focused on
obtaining dihedral angles at triple lines.

In this work, we develop a new method based on the gradients of binary indicator fields
determined from the voxelized image data. This is discussed in section 2. In section 3, we
discuss the validation of this technique first with synthetic microstructures and compare the
surface normals determined by the new technique with those calculated from a surface mesh
with triangular elements, obtained using Dream.3D. Based on the analysis of these synthetic
cases, the method is further utilized to obtain the GBCD of a pure nickel 3D microstructure
image obtained by HEDM. These results are compared to the GBCD previously determined
by Hefferan [22-24] for the same microstructure, but using a different surface reconstruction
technique that instead utilizes the Computational Geometry Algorithms Library (CGAL)
package. CGAL is software that is used to model surfaces for many applications ranging from
Materials Science to Geology to Biology [25-27], to mention a few examples. Its algorithm
is based on Delaunay refinement.

Our overall interest is to develop an algorithm for calculating GB normals directly from
discretized data, with a particular focus on regular grids. The subsequent application of
the proposed technique will be to combine it with novel and very efficient voxel-based
mesoscale simulation tools [28-30], specifically conceived to model micromechanical behavior
directly from images obtained from emerging 3D characterization techniques. These spectral
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formulations are not based on finite element analysis and therefore do not require the generation
of surface meshes. However, they would still need surface normal information, e.g. to evaluate
quantities such as tractions and displacements at GBs. Consequently, avoiding the generation
of surface meshes and instead directly using voxelized data to compute a voxelized field of
GB normals is computationally advantageous, in the context of these emerging image-based
formulations.

2. Methods

A technique is presented here that can approximate GB plane normals directly from 3D
microstructure data through the use of first order Cartesian moments. The equation for finding
general Cartesian moments of arbitrary order [31,32] is

M"PqZ/// wr)xy'2 fr)ydr= ) wmxf vz f (). )
N

@i,j,k)eS

The order of a moment is determined by the sum of its indexes, represented here by the non-
negative integers o, p and g. The function w(r) is a weighting function that depends upon
the position 7 = (x;, y;, zx) within the volume of interest S. The weight is often taken to
be simply 1 for all points within S, but more generally it can be specified to have a range of
values depending on the particular application. The function f(r) is a scalar field that will be
used as the indicator function. Some examples of scalar fields that can be used as indicator
functions are composition, misorientation angle or von Mises equivalent stress. In this work,
we use a binary indicator function. Such functions, which can adopt values of 0 or 1, are used
to establish which points are part of the object of interest and which are not. For our present
application, we know to which grain each voxel belongs, so we define an integer function A (r)
which returns the grain number for that location. The indicator function f(r) is then defined
as the delta function between the desired grain number m and the actual grain number A(r):
f (r) = & (m, h (r)). The function is 1 if the grain numbers match, and zero otherwise, and
this would select out the volume elements belonging to grain m. Typically, the origin of the
coordinate frame is selected as the center of position of the object of interest and the resulting
evaluations define the central moments. Moment invariants can then be calculated from the
central Cartesian moments of such binary indicator function, and these in turn can be used to
characterize the shape of the object in a variety of ways [31,32].

A related moment formulation can be used to define the local derivatives of the indicator
function and provides a formal way of defining the edges and surfaces of an object [33-35].
Here, in particular, we are interested in calculating the surface normal of the grains, which are
parallel to the gradient of the grain number indicator function [36—38]. Because the data is
present on aregularly spaced grid, the gradients can be defined by the least-squares formulations
given in (2) [39-41].
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Here, in order to simplify the notation, we have shifted the origin to the center of the voxel
of interest and define it to have the (i,j,k) indices of (0,0,0). The summations over (i,j,k)
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are within a region S which is used to evaluate the derivative. That defines a neighborhood
about that central voxel, where the indices define the positions of the other voxels relative to
it. The specifics of the weighting function w(r) will be discussed in further detail below. The
first set of equalities above are written in terms of the physical distances between points, and
the second set of equalities transforms those to the differences in indices of the points. This
takes advantage of the regularly spaced grid, where the distance vector from the central point
is simply defined as:

r = (x;, yj,2) = ((Ax, jAy, kAz). 3)
Here, we emphasize that it is not required that the grid spacings (Ax, Ay, Az) in the three
different directions be equivalent. This is especially convenient as both the experimental data
(EBSD, HEDM) and results of the Fourier transform-based simulations often have this attribute
of different spacings in the three directions. Computationally, we have utilized the second set
of equalities in (2).

The numerators of the first set of equalities in (2) are seen to be the first order Cartesian
moments within the neighborhood, and that these are proportional to the components of the
gradient of f(r), with the proportionality depending upon the definition of w(r) [33,34]. We
note that the use of this formulation requires that w(r) and the definition of the neighborhood §
be symmetric about the origin in addition to the data being present on a regularly spaced grid.
More complex formulations must be utilized if these conditions are not met*. Our formulations
can be further simplified by treating the indices in the three directions equivalently. This can
be achieved by requiring the weighting function to be simply a function of the sum of the
squares of the indices, reducing its dependence from a vector to a scalar quantity. A similar
constraint on the definition of the neighborhood S is adopted as shown in (4) and (5).

w(r) — w(i + j* +k%) )

(i, j, k) € SV[i® + j2 + k* < 5°. 3)

Under these conditions, the summations in the three denominators in the second equalities of
(2) become equivalent, and they can be replaced by a single quantity W.

This also enforces an equivalent statistical treatment of the gradient evaluation that is

independent of the direction and specific axes orientation. The resulting formulations can then
be written as in (6), where the scaled first order moments i, are now defined.

1 . 3
Mi00 = A_ Z wr)fr)i=Ww B_f
(i,j,k)es X 100,0,0)
1 . F)
Ho10 = A_ Z 'U.J(’I')f(’r')J =W 8_f (6)
(i,j.k)eS Y 1(0.0.0)
1 )
Koot = 1~ Z wr)frk=W B_f )
2 iimes 21(0,0,0)

The most general formulation for the derivative evaluation is

o | [Zemimxn]- i [T e o]

dx [Z w(r)xlz]— Z?T?(T)

where X is the weighted average value of the coordinates used in the evaluation:
=Y wlr)x.

If one considers that higher order curvatures effects are present, this evaluation of the first derivative is only precise
at the point x. A Taylor series expansion, including corrections from the second (and possibly higher) derivatives
would be required to obtain a precise value at x = 0. The symmetry requirements on w(r) and the even spacing of
the x;s are one method of insuring that x = 0. This eliminates the second terms in the numerator and denominator
and generates the simpler formulations used in the text [39].
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Figure 2. Example of the two indicator functions generated at point 10, which is the
point in grain ID 9 that is at a triple point. The left figure shows the grid with the grain
ID number in the center, and the point number (small font) in the bottom left corner
of each cell. The middle and right figures show the two different indicator functions
associated with point number 10, the first being between grains 9 and 2, and the second
being between grains 9 and 4. The point numbers highlighted by boxes are those that
would use the kind of shape function presented in the image, showing that points that
are not directly associated with triple lines are also affected by this, depending on the
neighborhood size.

As mentioned above, here we are interested in the direction of surface normal and do not
need to know the magnitude of the gradient. Consequently, these vector components can then
normalized by the vector magnitude to generate a unit vector whose direction is the surface
normal. Relationships for higher order derivatives could be similarly defined from the higher
order moments to evaluate the grain surface curvature and triple junction characteristics, and
those will be discussed in subsequent work.

Here, we just utilize first order Cartesian moments and in three dimensions these have
indexes of 100, 010 and 001 for the x, y and z directions, respectively. The origin of the
calculation volume is located at the center of the voxel found to be part of the surface of the
shape, defining (i, j, k) = (0, 0, 0). Then the gradient components represent a vector that is in
the same direction as the normal vector to that surface. Here, because we know the identities
of the grains to which each voxel belongs, we designate the surface voxels as simply being
those for which at least one of the six face-sharing neighbor voxels belongs to a different grain.
For evaluations centered on voxels located internally to the grain, small gradients that point
towards the surface would arise if the voxel is sufficiently close to the surface. This is of
significance only if the grain identities and surface points are not known a priori, but does not
impact the current study.

In the present case of analyzing grain structure, the binary indicator function requires
special consideration since there is the possibility of a point having nearest-neighbor points
belonging to more than one different grain. Such points are designated triple points in the case
of a total of three grains, or quad points in the case of four grains. Thus, to properly describe
the surface at and near these points, the binary indicator function is modified be such that the
points that are in the same central grain m are assigned a value of 0, the points in the one
special neighboring grain n hold a value of 1, and all other points are also assigned a value of
0. Therefore, we modify the definition of the indicator function as follows: for defining the
surface normal of a cell belong to a grain of type m with respect to a second grain of type n,
f (r) =36 (n, h (r)). Therefore for each point with g unique grain numbers among its nearest
neighbors, there will be g—1 unique binary indicator functions, as shown in figure 2.

6



Modelling Simul. Mater. Sci. Eng. 23 (2015) 035005 E J Lieberman et al

By having multiple binary indicator functions at a single triple point, we ensure that each
vector calculated represents the surface between two grains. The points other than point 10
above that are highlighted by boxes show how regular GB voxels near triple points will only
be influenced by the single neighboring grain with no contribution from the nearby but not
adjacent third grain.

The three variants of the moment calculation that we will test are primarily different in
terms of the weighting function w(r) utilized in (2) and (6). The first variant studied here is
inspired by techniques used in the general image processing literature, which utilize a Gaussian
weighting (GW) function or kernel, w(r) = exp[— (i + j> +k*)/A?], to effectively smooth the
discrete data to a continuous function [34, 35,42]. The derivatives of that smoothed function
can then be readily calculated and used to identify edges, corners and similar features. Similar
calculation has been performed with the Deriche filter [33], another function often used to
smooth discrete data. For the Gaussian kernel, the value of A defines the radius within which
the data has significant weighting (i.e. the weight is <1/e outside of that radius). To define the
computational neighborhood § as described in (5), we use a value of s determined for when the
weighting function decreases below a somewhat arbitrary value of 107>. Beyond that radius,
we set w(r) = 0. Hence, the values of A and s are interrelated: s = (1/2)In(107°). The
values of A that are tested in this work are /3 , /6 and \/§, which result in s values of 5.88,
8.48 and 10.18 respectively. Of particular significance for the GW function is that there exists
a general lower limit of A = +/2 which generates a smooth function from regularly spaced
discrete data [34, 42], and that neither adds nor subtracts extrema (minima, maxima, inflection
points) to the raw discrete data. Somewhat larger values then add a level of smoothing to the
data, which is desirable for data containing noise or uncertainties. Smaller values of A could
be used to define the local derivatives at the grid points themselves, but these could not be
used for general points in space. Because there is a level of noise/uncertainty in this data,
the comparison will start at ﬁ, which was sufficient to filter that uncertainty, but did not
noticeably remove any extrema. For the rest of this work this variant will be referred to as the
GW variant.

The second variant treats every point within some specified cut-off radius, /, as having equal
weighting. That is, w(r) = 1 for (i> + j> + k%) <[> and w(r) = O for (i> + j*> +k?) > I°.
This method will be tested with values of / being V3 , /6 and +/9. Because of this hard-cut on
the radius, the neighborhood S can be defined to have this same radius, s = [. A comparison
of the difference in weighting between these two variants is shown in figure 3. Both of these
approaches strive to define an spherically symmetric neighborhood over which to define the
moments/gradients. Many earlier approaches are based on cubic neighborhoods, which add
some bias for alignment of the gradients along the axis directions [34, 35, 42]. The GW method
deprecates the contribution of more distant neighbor cells with respect to the primary nearest
neighbors as a function of distance, enhancing the locality of the measure despite the larger
neighborhood. The second variant treats all included points equally, smoothing the data more
broadly within that footprint. For the rest of this work this second variant will be referred
to as the non-scaling, equal weighing (NEW) variant. By increasing the values of (A, /) and
increasing the volume included in the evaluation, one basically biases the results towards
smoother and flatter surfaces, while decreasing those values enhances errors due to noise and
the discrete nature of the data. The unknown factor is how much smoothing is required to
suppress those errors without smoothing the true structure too far towards a planar surface.

The third variant also treats every point within some cut-off radius / as having equal
weighting, but the value of / is allowed to vary. Specifically, the value of [ is determined as
being the distance to the nearest triple junction or quad point, but its value cannot go below
a fixed minimum value, /,,;;,. The value of this minimum will be varied for the different test
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Figure 3. Normalized weighting factor relative to a central point using (@) GW with
A = +/6 and (b) NEW with [ = V6. A 3D perspective is shown, with a slice drawn
through the central cell.

cases and is set to values of \/5, /6 and \/5 so that these results can be compared to the
second variant. The purpose of the adaptable, scaling neighborhood is to smooth out the
larger boundary areas while preserving accuracy near the surface discontinuities (i.e. triple
junctions). For the rest of this work, this variant will be referred to as the scaling, equal-
weighting (SEW) variant. All distance values for these three variants are evaluated and the
results compared against an independent calculation of surface normals.

To highlight the effect of the size of the neighborhood, figure 4 shows the divergence angle
between calculated normals and true normals for a sphere and a cube using different variants.
The divergence angle is defined as the angle that exists between the surface normals generated
by this technique and the surface normals they are being compared against. The equation to
calculate the divergence angle is

O = cos™! <—:) rove ) : ™
ozl el

Here, U7 and v¢ are the two surface normals being compared. For the first sphere (figure 4(a)),
the NEW variant is used as the method of smoothing with [ = +/3. These results highlight the
issue of discretization (i.e. stair-stepping); by representing a smooth sphere as a collection of
cubes, the approximate surface is inherently rough, especially where it does not align well with
the mesh, and errors are made in the surface normal calculations. For the value of [ = /3,
the result is an average divergence angle of ~21°. The result can be improved on by utilizing
a larger value of [ to achieve greater smoothing. For the second sphere (figure 4(b)), [ is set
to half the radius of the sphere, which results in a dramatically smaller average divergence
angle of ~1°. However, the penalty for using such a large footprint is illustrated for the first
cube (figure 4(c)). Here, the NEW variant is used with / set to half the cube edge length, and
the average divergence angle is found to be ~14°, where there is an excessive rounding of the
cube corners. For the second cube (figure 4(d)), the third variant is used with the edges of the
cube treated as triple points, which results in greater accuracy close to the edges of the cube.
Setting the value of I, to +/3, the average divergence angle decreases to ~1°.

These test cases emphasize that one should keep the neighborhood as small as possible
in order to avoid these corner-rounding effects, albeit that smaller neighborhoods can increase
the level of error arising from stair-steps. The SEW variant was constructed as a compromise
between these factors. However, the location of the edges/triple junction must be known to
use the third variant of the technique because they are utilized to determine /y,;, and such
information may not always be available.
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Figure 4. Surface normals for (a) a sphere using the NEW variant and / equal to /3,
(b) a sphere using the second variant and / equal to half the radius, (¢) a cube using the
NEW variant and / equal to half the edge length and (d) a cube using the SEW variant
and a minimum /y;, of ~/3. All vector arrows colored by divergence angle using the
same color scale as shown. The cubes show how scaling limits the smoothing of sharp
edges.

3. Results and discussion

3.1. Comparison with normals to a surface mesh

One method to evaluate these approaches is to generate a surface mesh of a microstructure
image and compare the surface normals from the mesh to those found by the proposed technique
for the same image. To do this, the synthetic microstructure shown in figure 5 is used. It was
generated using MBuilder [43,44] and it has 860 grains discretized onto a 128x 128x128
voxel grid.

A triangular surface mesh for this microstructure is generated using the Dream.3D software
package with a marching cubes algorithm and smoothed with a Laplacian smoothing algorithm
for 40 iterations. Some conversion steps are needed in order to obtain a one-to-one comparison
between the surface normals of the mesh and those of the proposed technique. First, all the
nearby nodes to a given GB voxel are identified, then the surface normals of the triangle
elements which include those nodes are averaged with a weighting based on the triangle area.
In particular the triangle elements used in the averaging are only those that are associated with
the same GB number pair as those of the GB voxel. Thus if the GB voxel is on a triple line,
then two vectors from the triangle mesh will be generated for both possible grain number pairs.

The divergence angle (equation (7)) between this approximated surface normal from the
mesh and the surface normal calculated by our techniques represents a measure of how different
the two sets of normal vectors are, with a value of 0° indicating complete agreement between
them. Here, we use this angle as a measure of the accuracy of the technique with the aim being
to find conditions that minimize the angles. For each of the nine cases described in section 2,
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Figure 5. The synthetic microstructure used to validate the GB normal technique.

we determined the divergence angle for each GB surface normal calculated from the image.
The probability distribution of the divergence angles for each test case is shown in figure 6,
with the results split between GB voxels with a distance to the nearest triple point of one or less,
and those with a distance greater than one. We make this distinction because there are greater
uncertainties about the surface normals near triple junctions, due to both resolution related
issues as well as difficulties that both our currents techniques and surface meshing techniques
might have in that vicinity.

These probability distributions show that, for each model variant, one can identify a
preferred setting that results in the lowest average divergence angle for voxels that have a triple
point distance greater than one. We also note that these lowest average divergence angles are
fairly close to each other. These conditions are A = /3 for the GW variant, [ = /6 for the
NEW, and /in, = +/6 for the SEW variants. Also, we observe that the distributions for voxels
that have a triple line distance less than or equal to one are reasonably insensitive to the choice
of technique used, although the divergence angle is generally larger for points on triple lines
than the other points. For completeness, we also characterized X = /2 for the GW variant,
but those results were of lower quality than for A = /3.

The GB normal vectors generated from the mesh and from the SEW variant for a particular
grain are shown in figure 7, along with the underlying triangular mesh. The images show that
both cases reflect relatively smooth surfaces away from the triple junctions. However, for the
GB normals approximated from the mesh, there is great variation in the normals at the triple
junctions. This is likely due to irregularities in the mesh smoothing in these areas, which can be
seen in the center image of figure 7. These irregularities are reflected in the higher divergence
angles measured on voxels in these areas. From these results we can conclude that, at least
for this microstructure, all three variants of the technique, for at least one value of (A, I, liyin),
are reasonably accurate at determining GB normal vectors when compared to those from the
standard method based on triangular surface meshes.

3.2. GBCD comparison

Next, we compare our normal vector approximations to those obtained from a state-of-
the-art meshing algorithm applied to an experimentally measured 3D microstructure. The
comparison is statistical in that we compare GB normal distributions rather than point-by-
point values as above. This comparison is carried out for two specific misorientations, thus
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Figure 6. Probability distributions of the nine test cases, with the data separated
into voxels with a triple point distance of one or less (blue) and voxels with a triple
point distance greater than one (red). The average divergence angle of the red curve
is displayed on each graph. The GW variant is represented by (a), (b) and (c) for
A = /3, /6 and v/9 respectively. The NEW variant is represented by (d), (¢) and (f)
for I = +/3, v/6 and /9 respectively. The SEW variant is represented by (g), () and

(i) for Imin = v/3, +/6 and V9 respectively.

displaying two-dimensional subspaces of the complete, five-parameter GBCD. The normals
are shown in crystallographic coordinates, with each normal appearing twice, once for each

of the neighboring crystals.

The sample used is pure nickel and the measurement was performed by Hefferan et al
[22-24] using HEDM [10,45]. The HEDM reconstruction yields a set of triangular voxels
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Figure 7. GB normals for a particular grain are shown for the SEW model variant
with i, = NG (left) and for the normals from the mesh (right), with the mesh itself
also shown (center). The vectors are colored by the number of nearest-neighbor grains:
blue = 1, orange = 2, red = 3.

(b)

Figure 8. (a) Pure nickel microstructure from [22-24] has a resolution of
1000x1000x 71 points with spacing of 1.2x1.2x4 um. (b) Surface mesh generated
for this image. In both cases, the false color is based on randomly assigned grain
number ID’s.

(in this case 1.2 um side length equilateral triangles) in each of a set of 71 measured 2D
sections that are spaced in 4 um intervals perpendicular to the section planes. This structure
was interpolated onto a cubic lattice, as shown in figure 8(a).

The GBs were meshed using a weighted Delaunay triangulation method developed by
Li [46]. It utilizes algorithms available in the Computational Geometry Algorithms Library
(CGAL) package " with adaptations influenced by Boltcheva et al [48] to preserve important
features, such as triple lines and quad points. The resulting mesh of this Ni microstructure
is shown in figure 8(b) Using the meshed boundaries, Hefferan [23, 24] displayed the normal
distributions for two specific crystallographic misorientations, denoted as the X3 (60° rotation
around the (1 1 1) axis) and X9 (38.94° rotation around the (1 1 0) axis) boundaries. To generate
the GBCD, the GB surface normals are transformed into the crystallographic reference frame
of their respective grains and then represented as a stereographic projection of the rotated
vectors, with only the GB points that have the misorientations of interest being included.
Before rendering the vectors as a stereographic projection, the vectors are first transformed
into spherical coordinates and then binned by 10° intervals. The bins are then normalized
such that they are expressed as multiples of random density. The values of (A, [, [;i,) found in
section 3 that resulted in the greatest accuracy for each variation of the technique are used to
generate GBCD from the HEDM images. The £3 GBCDs generated from the surface meshing
and the three variants of the technique are shown in figure 9.

What we see from these GBCD is that each model variant shows a very similar distribution
shape but the primary difference is in the spread and peak of the distributions. The GBCD that
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Figure 9. X3 GBCD (a) from [23, 24], (b) the GW variant of the proposed model with
A = /3, (c) the second variant (NEW) with / = /6 and (d) the SEW variant with
Imin = +/6. The strong peak in the upper right quadrant is associated with coherent twin
boundaries, which are very common in most annealed fcc metals such as the Ni studied
here.

is closest to Hefferan’s X3 baseline, in terms of peak value, is obtained with the SEW variant,
followed by the GW variant with the NEW variant being the least accurate. To quantify this
comparison, figure 10 shows these same projections but colored by the value of the difference
between with respect to Hefferan’s GBCD.

The largest absolute difference calculated in each case is 104.5 MRD for the GW variant,
143.6 MRD for the NEW variant and 50.9 MRD for the SEW variant; these results are also
shown in table 1. In particular, the largest difference for the SEW variant is not located at the
standard X3 GBCD peak, as it is for the other two.

The X9 GBCDs generated from the surface meshing and the three versions of the technique
are shown in figure 11. Again the different variants of the technique show general agreement
on the shape of the distribution but here there are more differences when compared to the £9
baseline in that the peaks do not exactly line up, though they are all on the same (1 10) tilt
profile, and the secondary shapes in the distributions are also slightly different but occur in the
same positions in the plot. Again, the differences between the GBCD from Hefferan and the
GBCD from this technique are shown in figure 12.

The largest absolute difference calculated in each case is 2.03 MRD for the GW variant,
2.80 MRD for the NEW variant and 2.16 MRD for the SEW variant. These results are also
shown in table 1. The NEW variant is the most different from Hefferan’s GBCD and is also
farther from the other two variants, which are themselves quite similar in their differences
compared to Hefferan’s. Overall, the X9 GBCD from the technique have greater relative
differences to Hefferan’s £9 GBCD, than for the £3 GBCD, though the magnitudes are
smaller.
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Figure 10. Difference in MRD values for X3 boundaries between Hefferan’s GBCD
and the GBCD from (left) the GW variant, (center) the NEW variant and (right) the
SEW variant.

Table 1. Peak Difference in MRD between the GBCD from Hefferan and the GBCD
generated by the three variants for both X3 and X9 boundaries.

Difference in ¥3 GBCD (MRD) Difference in £9 GBCD (MRD)

GEW  104.5 2.03
NEW 143.6 2.80
SEW 50.9 2.16

In general, the GBCD obtained from the NEW variant exhibits the best agreement with
Hefferan’s. The explanation for why the NEW variant is favored here while in section 3.1
all three had similar accuracy is that the resolution of the HEDM sample (71x 10° voxels) is
greater than that of the synthetic microstructure (~2x 10° voxels) and this particular variant
has a consistent smoothing effect with increasing resolution while the other two are indifferent
to resolution changes.

4. Conclusion

The proposed technique based on the use of first order Cartesian moments to calculate a
voxelized field of grain boundary normals has been shown to compare favorably to normals
found using surface meshing. When locally comparing the grain boundary normals obtained by
the proposed technique to those from a triangular mesh, the greatest differences are found near
the triple junctions and quad points, regions which are known to have inconsistencies with the
smoothing due to most algorithms allowing triple junction nodes less freedom of positioning
than other grain boundary nodes. Elsewhere the differences between the mesh normals and
the normals generated by the technique are on average less than 3°. Differences between the
different variants of the technique appear when tested on the higher resolution HEDM sample.
The scaling, equal-weighting (SEW) variant is the one having the most success at replicating the
GBCDs produced by Hefferan [23], which is reasonable considering that this variant is the only
one to scale with resolution changes. This allows the smoothing to increase with increasing
resolution and match the results of surface mesh smoothing that is indifferent to resolution.
Thus the scaling, equal-weighting (SEW) variant is the best choice if one assumes that the
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Figure 11. X9 GBCD (a) from [23,24], (b) the first variant (GW) of the proposed
model with A = /3, (¢) the NEW variant with / = /6 and (d) the SEW variant with
lmin = \/6
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Figure 12. Difference in MRD values for £9 boundaries between Hefferan’s GBCD
and the GBCD from (left) the first variant (GW), (center) the second variant (NEW) and
(right) the third variant (SEW).

boundaries being considered are smooth. However, if the above does not hold or the triple
junction or other surface edge information is not known, then the Gaussian weighting (GW)
variant, which had the next best success at replicating the GBCD, would be a viable option
as well. Potential uses of the technique include estimating triple junction dihedral angles and
incorporation in crystal plasticity models of grain boundary effects on mechanical responses,
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such as slip transmission across the boundary [49] or by calculating surface tractions. We
note that all of the methods exhibited higher divergence near the triple lines in the first surface
mesh comparison in part because of a combination of an effective high curvature at the corners
and the inability to recognize the transition between two different neighboring grains, which
should give rise to a discontinuity in this simple definition of a surface normal. The addition
of higher order moments/derivatives should improve the descriptions near the triple junctions.
This aspect is currently being explored.
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